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Abstract—The rapid growth of low Earth orbit (LEO) satel-
lite constellations has revolutionized broadband access, Earth
observation, and direct-to-device connectivity. However, the ex-
pansion of ground station infrastructure has not kept pace,
creating a critical bottleneck in satellite-to-ground backhaul
capacity. Traditional parabolic dish antennas, though effective
for geostationary (GEO) satellites, are ill-suited for dense, fast-
moving LEO networks due to mechanical steering delays and
their inability to track multiple satellites simultaneously. Phased
array antennas offer electronically steerable beams and multi-
satellite support, but their integration into ground stations is
limited by the high cost, hardware issues, and complexity of
achieving sufficient antenna gain. We introduce ArrayLink, a
distributed phased array architecture that coherently combines
multiple small commercially available panels to achieve high-gain
beamforming and unlock line-of-sight MIMO spatial multiplexing
with minimal additional capital expenditure. By spacing 16 32×32
panels across a kilometer-scale aperture, ArrayLink enters the
radiative near-field, focusing energy in both angle and range while
supporting up to four simultaneous spatial streams on a single
feeder link. Through rigorous theoretical analysis, detailed 2D
beam pattern simulations and real-world hardware experiments,
we show that ArrayLink (i) achieves dish-class gain with in range
1-2 dB of 1.47 m reflector, (ii) maintains four parallel streams
at ranges of hundreds of kilometers (falling to two beyond 2000
km), and (iii) exhibits tight agreement across theory, simulation,
and experiment with minimal variance. These findings open a
practical and scalable path to boosting LEO backhaul capacity.

Index Terms—Near-field MIMO, Coherent beamforming,
Satellite ground stations, LEO Satellites, Satellite backhaul;

I. Introduction
The rapid growth of low Earth orbit (LEO) satellite constel-

lations has fundamentally transformed broadband connectivity,
Earth observation, and direct-to-device connectivity. Major
players like SpaceX’s Starlink, Planet Labs, Amazon Kuiper,
and OneWeb [1]–[4] are deploying massive networks that
underpin critical applications, from internet services to solar
weather monitoring. However, the ground segment infras-
tructure has not scaled proportionally, creating a significant
bottleneck in satellite-to-ground backhaul capacity. Overcom-
ing this issue requires ground station architectures capable
of delivering (1) high throughput to handle increasing data
rates, (2) resource efficiency to quickly track and seamlessly
transfer data between fast moving satellites, and (3) scalability
to economically deploy numerous ground stations in response
to expanding satellite constellations.

Parabolic dish antennas remain the backbone of satellite
ground stations for high-gain feeder links, providing reli-

(a) Current satellite ground
station built using Parabolic
Dishes.

(b) Proposed satellite ground
stations using distributed phased
arrays.

Fig. 1: An illustration of satellite to earth ground station links:
(a) current approach (b) proposed approach

able, focused beams. For example, SpaceX employs 1.47 m
and 1.85 m dishes, achieving gains of 49.5 and 52.6 dBi,
respectively [5], [6]. However, these dishes are inherently
inflexible, as each can only track one satellite at a time.
Mechanical steering is required to maintain alignment with
rapidly moving LEO satellites, resulting in significant down-
time during satellite handoffs. For instance, Intelsat dishes
rotate at speeds of only 2− 5◦ per second, causing transitions
from −60◦ to elevation +60◦ to take nearly a minute, during
which the station is temporarily unavailable. These constraints
lead to inefficient resource utilization. Furthermore, deploy-
ing additional parabolic dishes to scale capacity significantly
increases land, power, and backhaul costs, making traditional
dish architectures unsuitable for meeting the flexibility and
scalability demands of modern LEO constellations.

Large phased arrays offer a promising alternative, enabling
beam hopping in microseconds and supporting multiple links
simultaneously without mechanical parts [7]. Despite these ad-
vantages, their integration into ground stations faces significant
challenges. Achieving a high antenna gain comparable to a
1.85 m Starlink class dish (52.6 dBi [6]) would require a
large array with more than 50,000 elements. Such massive
monolithic arrays lead to prohibitive power consumption,
complex thermal management, and high manufacturing costs,
severely limiting their current field deployment. Consequently,
neither traditional parabolic dishes nor large phased-array



architectures effectively meet the flexibility, scalability, and
performance demands of next-generation LEO ground stations.

ArrayLink: To overcome these limitations, we introduce
ArrayLink, a novel distributed phased-array ground station
that coherently links many small phased-array panels spread
across a large area into a single high-performance system.
By efficiently combining multiple affordable and commercially
available arrays, ArrayLink delivers high beamforming gains
and simultaneously unlocks multiple concurrent data streams,
transforming satellite ground station connectivity. Specifi-
cally, ArrayLink addresses all three critical requirements: (1)
achieves high link throughput by delivering high-gain links
and allowing multiple streams (2) the inherent electronic
beam-steering capability of phased arrays allows rapid satel-
lite tracking and efficient spectrum utilization, eliminating
downtime associated with mechanical steering; (3) leveraging
mass-produced phased-array panels developed originally for
user terminals and in-flight connectivity drastically reduces
deployment costs and enables rapid scalability.

To achieve high-speed, scalable backhaul connectivity, Ar-
rayLink addresses two fundamental challenges:

• Achieving Cost Effective High Gain Links: A key
barrier for phased arrays in ground-station architectures
is matching the high gain provided by large dishes; for
instance, SpaceX’s 1.85 m dishes achieve 52.6 dBi [6].
Achieving similar gain with phased arrays traditionally
requires over 50,000 (very small) antenna elements, mak-
ing monolithic arrays expensive and complex. Our key
observation is that antenna gain increases logarithmically
with the number of elements—rapidly rising initially but
flattening with larger counts. Rather than building pro-
hibitively large arrays, we combine a modest number of
commercially available phased-array panels. For example,
by coherently combining sixteen typical user-terminal
panels (each with about 36.1 dBi), ArrayLink achieves
approximately 48.1 dBi. To bridge the remaining gap
( 4.5 dB) without inefficiently adding more elements, we
leverage digital multiple-input multiple-output (MIMO)
techniques to enable multiple simultaneous data streams,
maximizing throughput while controlling costs.

• Enabling Multi-Stream MIMO in LoS Channels:
Conventional satellite links operate primarily in a Line-
of-Sight (LoS) environment, leading to highly correlated
MIMO channels that are unsuitable for spatial multiplex-
ing. However, In near-field conditions, each antenna expe-
riences distinct phase variations, transforming the channel
suitable for MIMO. However, The key challenge here is
"how to enable these near-field conditions at practical
satellite distances". To address this, we developed a novel
mathematical model that precisely characterizes near-field
MIMO feasibility, showing explicitly how adjusting trans-
mit and receive aperture sizes can control the near-field
region. Leveraging this model, we distribute phased-array
panels across a kilometer-scale aperture, enabling robust
near-field LoS MIMO and supporting multiple concurrent
streams to satellites at distances up to 2,000 km, all while

maintaining high individual link gains (48.1 dBi).

Further, we discuss how reduces grating lobes and achieve
coherent combining in our design section. We validate the
effectiveness of ArrayLink through a rigorous evaluation,
combining theoretical insights, high-fidelity simulations, and
real-world hardware experiments. First, we derive analytical
models that precisely characterize singular values, degrees of
freedom, and define clear boundaries for near-field MIMO
feasibility based on transmit and receive aperture sizes. Next,
we perform outdoor hardware experiments with a 2×2 MIMO
setup at 27 GHz, testing various aperture sizes and ranges
from 2.5 m to 100 m. Remarkably, our hardware measurements
closely align with both theoretical predictions and simulation
results, demonstrating the accuracy and robustness of our sim-
ulator and mathematical models. Finally, extensive satellite-
to-ground station link simulations confirm that ArrayLink
coherently focuses beams in both angle and distance, achieving
individual link gains of approximately 48.14 dBi. Notably, our
results show the ability to sustain up to four simultaneous data
streams at hundreds of kilometers and at least two streams at
ranges beyond 2,000 km—highlighting ArrayLink’s powerful
capability to transforming satellite ground-station connectivity.

Contributions. We summarize our contributions as follows:

1) ArrayLink architecture: A novel and scalable ground
station design that coherently combines multiple small
phased array panels to enable high-gain, multi-stream
feeder links.

2) Near-field MIMO modeling: An analytical framework
that characterizes the feasibility of spatial multiplex-
ing in LoS channels and demonstrates how aperture
dimensions can be tuned to achieve near-field MIMO
at satellite-scale distances.

3) Coherent beamforming: A practical delay-
compensation technique that enables phase-coherent
combining across distributed panels while mitigating
grating lobes through aperiodic panel placement.

4) Open-source tools and datasets: A publicly released
Python-based simulator for near-field MIMO along with
a real-world hardware dataset (captured at 27 GHz over
2.5–100 m), supporting reproducibility and future re-
search in LoS MIMO.

II. Background and Related Work

We begin by reviewing traditional parabolic dish antennas
and the alternative approach of using large phased arrays
for satellite ground stations. We then discuss related work
on near-field and line-of-sight (LoS) MIMO, highlighting
key challenges in deploying large phased arrays for practical
ground-station applications.

A. Background on Satellite ground station geometry

Parabolic Dish Ground Stations: Parabolic dish antennas
have been the de facto standard for satellite ground stations
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Fig. 2: Gain pattern of a 1.85m (max 52.6 dBi) and 1.47m
(max 49.5 dBi) parabolic dish antenna operating at 28 GHz.

due to their high directivity and excellent gain characteristics.
The antenna gain 𝐺 is given by [8]:

𝐺 =
4𝜋𝐴
𝜆2 𝑒𝐴 =

(
𝜋𝐷

𝜆

)2
𝑒𝐴

where 𝐷 is the dish diameter, 𝜆 the wavelength, and 𝑒𝐴 the
aperture efficiency (typically 0.5–0.7). For example, a 1.47 m
parabolic dish operating in the Ka band (28 GHz) achieves
approximately 49.5 dBi gain, sufficient to support Starlink
LEO constellations [5]. As illustrated in Fig. 2, the measured
gain pattern closely approaches 48.1 dBi for a 1.47 m dish
and 52.6 dBi for a 1.85 m dish at 28 GHz.

However, for LEO satellites traversing the sky at approxi-
mately 7.6 km/s, mechanical steering systems must continu-
ously reorient parabolic dishes, introducing latency, handover
interruptions, and added operational complexity. Transitions
between satellites may require angular movements exceeding
120°, which can take several seconds to a minute depending
on the dish size [9]. At higher frequencies such as 28 GHz,
parabolic dishes also demand extremely precise pointing to
maintain link quality and avoid significant signal degradation.
Even minor pointing errors at these frequencies can result in
substantial reductions in received signal strength and increased
interference [10], [11]. These constraints lead to periods of un-
availability, wasting valuable communication time and leaving
system resources underutilized.

Phased Array Antennas: Phased array antennas leverage
electronically steerable beams without moving parts. The beam
is steered by adjusting the phase of 𝑁 radiating elements,
achieving a directional gain that depends on both the element
pattern and array factor [12]:] The array factor 𝐴𝐹 (𝜃, 𝜙) for a
rectangular 𝑀 × 𝑁 element array with uniform spacing 𝑑𝑥 , 𝑑𝑦
and corresponding weights 𝑤𝑚𝑛 is given by:

𝐴𝐹 (𝜃, 𝜙) =
𝑀−1∑︁
𝑚=0

𝑁−1∑︁
𝑛=0

𝑤𝑚𝑛𝑒
𝑗𝑘 [𝑚𝑑𝑥 sin(𝜃 ) cos(𝜙)+𝑛𝑑𝑦 sin(𝜃 ) sin(𝜙) ]

(1)
where 𝑘 = 2𝜋/𝜆 is the wave number and 𝜆 is the wavelength.

These antennas can form multiple independent beams, en-
abling simultaneous tracking of several satellites and steering
less than a millisecond rather than seconds [12]. However,
scaling these systems for ground station applications remains
a challenge. Achieving gains exceeding 50 dBi would require
tens of thousands of antenna elements (e.g., 20,000+ elements
at approximately 6 dBi each), resulting in substantial power
consumption, thermal management complexity, mutual cou-
pling effects, and high manufacturing costs.

In summary, parabolic dishes provide high gain but limited
agility, while phased arrays offer agility at the expense of
increased complexity and cost. Neither approach alone satisfies
the scalability and performance demands of next-generation
LEO ground stations.

B. Related work
Line-of-Sight MIMO: Recent work on near-field wireless

studies on beam focusing for extremely-large aperture arrays
[13], [14] and channel estimation [15]–[18] investigate how
spherical-wavefronts can be exploited with a variety of ana-
log/digital beamformers [19]. More recent work focuses on
reconfigurable intelligent surfaces [20] and integrated sensing-
and-communication (ISAC) [21] to extend the near-field model
to new hardware or dual-use scenarios. Recent surveys [22],
[23] clarify Rayleigh/Fresnel distance definitions and introduce
Fresnel-zone beam-focusing concepts. None of these works,
however, examine how element-placement strategies influence
capacity or sidelobe behaviour when hardware budgets con-
strain the number of antennas.

Classical LoS MIMO studies take the complementary view
of improving rank through geometry. Sarris et al. [24] and
Jiang et al. [25] show that carefully spaced, uniform planar
arrays can achieve full multiplexing gain in far-field LoS chan-
nels. Unfortunately, scaling their prescriptions to a satellite
ground station would demand thousands of elements, making
cost, power, and grating-lobe suppression prohibitive. At the
network level, [26] raises channel rank by distributing LEO
satellites across multiple orbital planes, but ground-station
complexity remains unchanged. To the best of our knowledge,
no prior work applies near-field LoS-MIMO principles to the
design of LEO satellite ground stations. Our study fills this
gap by proposing a randomized, sparse-aperture phased-array
whose per-element phase programming simultaneously pre-
serves near-field multiplexing gains and suppresses aliasing-
induced side lobes, achieving high capacity with an order-of-
magnitude fewer antennas than uniform designs.

Phased-array ground stations. Several recent efforts aim
to replace bulky satellite dishes with electronically steerable
phased arrays. [27] introduces a ground terminal that combines
a small 1x4 phased array with a passive 21x21 metasurface
to enhance signal strength. While effective in boosting link
budget, this design operates in a far-field, single-beam mode
and does not leverage MIMO gains or explore non-uniform
antenna placement. [28] presents a “smart transfer planer”
that uses three 8×8 arrays spaced at half-wavelength and
connected via a compact Rotman lens to enhance indoor



Tx

⋯
Rx

Stream-1

SISO

(a) Uniform linear phased arrays
(ULA/UPA) only allows SISO
(Single stream) satellite link.

⋯

Tx

Rx

Stream-1

Stream-2

MIMO

(b) Distributed arrays system en-
ables MIMO (Multiple simulta-
neous streams) satellite links.

Fig. 3: An illustration of satellite to earth ground station links:
(a) Large (ULA/UPA) phased arrays (b) Proposed distributed
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satellite reception. However, this setup still assumes uniform
spacing and far-field beam steering, which limits its ability
to suppress sidelobes or support spatial multiplexing. [29]
Performs electromagnetic simulations of a large planar array
with 8,910 elements covering 2 m2, designed for Starlink-class
gateways. While the study provides a detailed link budget anal-
ysis, it relies on a fully populated array and does not consider
reducing antenna count or exploiting near-field effects. [30]
Surveys AI-assisted beam tracking and software-defined radio
(SDR) techniques for LEO satellite terminals, but does not
address near-field propagation or array geometry design. These
works primarily focus on gain enhancement or tracking in the
far-field regime. In contrast, our approach applies near-field
LoS-MIMO principles to the design of sparse ground station
arrays. We show that by randomizing antenna placement and
optimizing phase vectors, it is possible to significantly reduce
antenna count while maintaining capacity and controlling side
lobe levels.

III. Design

To overcome the limitations of both parabolic dishes and
large phased arrays for ground station, we propose a distributed
smaller phased array-based architecture (ArrayLink). As il-
lustrated in Fig. 1b, the system aggregates multiple smaller
phased array panels into a coordinated network. The design
aims to (i) achieve high-throughput backhaul links, (ii) support
multiple simultaneous spatial streams through MIMO, and (iii)
ensure practical feasibility and cost-effectiveness for real-world
deployment.

A. Aggregating Smaller Phased Arrays for High-Gain Links
Achieving high-gain satellite links traditionally relies on

parabolic dishes, whose large physical surface areas naturally
yield high effective apertures and concentrated energy beams.
In contrast, phased arrays provide dynamic beam steering but
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Fig. 4: Line-of-Sight (LoS) MIMO Scenario with two transmit
antennas and two receiver antennas.

individually offer moderate gain due to practical limitations in
array size and element counts [8]. To overcome this constraint,
ArrayLink adopts an architecture that aggregates multiple
smaller phased array units, each contributing modest gain, into
a distributed but coherently combined system. This approach
leverages the scalability and flexibility advantages inherent in
phased array technology.

In ArrayLink, each ground station comprises 𝑁 phased array
panels, each containing 𝑀×𝑀 antenna elements. These panels
are geographically dispersed within a specified total aperture
𝐴total, enabling strategic placement to minimize grating lobes
and enhance spatial resolution. By coherently combining sig-
nals from all distributed panels, the total achievable array gain
𝐺 total can be expressed as:

𝐺 total = 10 log10
(
𝑁 · 𝐺PA · 𝑒−𝛿

)
dBi,

≈ 10 log10 (𝑁) + 𝐺PA (dB), (2)

where 𝐺PA represents the gain of a single phased array panel,
and 𝛿 accounts for phase misalignments due to synchronization
errors across distributed panels.

Commercial satellite terminals from Starlink, Kuiper,
OneWeb, and Telesat have already demonstrated planar phased
arrays in delivering dynamic, low-latency satellite access [31]–
[33]. ArrayLink aggregates these smaller and commer-
cially available phased arrays to achieve higher gains
required for robust ground station backhaul links. The essential
question then becomes ‘How many of these phased arrays
required?’. For instance, current state-of-the-art phased arrays
feature approximately 1,024 elements (e.g., 32 × 32), each
with typical microstrip antenna element gains around ≈ 6
dBi [34], [35]. Such a panel achieves a total gain of roughly
36.1 dBi, comprising 30.1 dB of array gain plus the element
gain. Consequently, based on Equation 2, achieving a gain
comparable to Starlink’s standard 1.47 m parabolic dish ( 48.1
dBi) [5] requires aggregation of approximately 16 such phased
array panels.



Despite these advantages, a critical limitation remains:
phased arrays inherently experience an effective aperture re-
duction as the satellite moves away from the nadir direction.
Specifically, aperture effectiveness declines proportionally to
sin(𝜃), where 𝜃 is the off-nadir angle. Practically, maintaining
high-gain links across wide elevation angles (e.g., 30° to
150°, spanning ±60° from nadir) results in significant gain
reductions - up to 6 dB losses at the coverage edges. A
straightforward, albeit impractical, approach to compensate for
this loss is to quadruple the number of arrays (from 16 to 64
panels), significantly increasing cost, power, and operational
complexity [36], [37].

Thus, while aggregating smaller phased arrays offers a
promising strategy for scalable high-gain links, simply scaling
the number of arrays proves insufficient in practice. ArrayLink
addresses this fundamental limitation by harnessing near-
field MIMO techniques to unlock multiple concurrent spatial
streams, ensuring sustained high throughput even as individual
array gains fluctuate due to aperture variations.

B. Near-Field MIMO: Unlocking Spatial Streams
The key idea in this section is to investigate whether it is

possible to maintain high throughput not by relying on a single
high-SNR link, but by utilizing multiple spatial streams with
lower individual SNRs. For example, instead of transmitting
6 bits per symbol using 64-QAM, one could transmit two
parallel streams, each using lower-order modulation (e.g., 4–5
bits/symbol), and achieve comparable or higher aggregate
throughput. This raises a central question: how can we enable
MIMO or support multiple spatial streams in satellite-to-
ground feeder links where the channel is predominantly Line-
of-Sight (LoS) and lacks rich scattering?.

In conventional satellite links, the LoS-dominated channel
leads to highly correlated entries in the MIMO channel ma-
trix, rendering it ill-conditioned and rank-deficient. To assess
feasibility, we consider a simplified 2×2 system where both
the transmitter and receiver employ two antennas, as shown in
Fig. 4a. Let the MIMO channel matrix be:

𝐻 =

(
ℎ0 ℎ1
ℎ2 ℎ3

)
where each ℎ𝑖 denotes the complex baseband channel between
a transmit-receive antenna pair and is modeled as:

ℎ𝑖 =
𝜆√︃

4𝜋𝑑2
𝑖

𝑒− 𝑗
2𝜋𝑑𝑖
𝜆 (3)

with 𝑑𝑖 representing the path length and 𝜆 the carrier wave-
length.

As the distance between the transmitter and receiver exceeds
the Fresnel distance, given by 𝑟Fresnel = 0.62

√︃
𝑑3

𝜆
, where 𝑑 is

the maximum aperture size and 𝜆 is the carrier wavelength,
the channel enters the radiative near-field regime [8]. With a
further increase in distance beyond the Fraunhofer distance,
𝑟Far = 2𝑑2

𝜆
, the channel transitions to the far-field, where

planar wavefront approximations become valid [8]. In both

MIMO feasible region

(a) 𝑑rx = 20𝑐𝑚, 𝑑tx = 20𝑐𝑚

MIMO feasible region

(b) 𝑑rx=
√

2𝑘𝑚, 𝑑tx=
√

2𝑚

Fig. 5: Illustrating stable min and max distances (boundaries)
for MIMO (2x2 system) feasibility: (a) small distances (b)
satellite (large) distances.

the radiative near-field and far-field regimes, the amplitude
variation across antennas is typically negligible, and phase
differences dominate the channel characteristics [38]. There-
fore, we normalize the amplitude and retain only the phase
component in our channel model:

ℎ𝑖 = 𝑒− 𝑗 𝜃𝑖 , where 𝜃𝑖 =
2𝜋𝑑𝑖
𝜆

, |ℎ𝑖 | = 1.

For such a unit-modulus complex matrix, the singular values
𝜎1, 𝜎2 of 𝐻 are determined by the phase spread (derivation
given in appendix):

𝜎1,2 =

√︄
2 ± 2

����cos
Δ

2

����, (4)

where the phase spread Δ is given by

Δ = (𝜃0 + 𝜃3) − (𝜃1 + 𝜃2).

For our 2x2 setup (Fig.4a) assuming LoS propagation, this
expression simplifies to:

Δ =
2𝜋
𝜆

[−(𝑑0 − 𝑑2) + (𝑑1 − 𝑑3)]

=
2𝜋
𝜆
𝑑tx [− sin(−𝜃0) + sin(𝜃1)]

=
2𝜋
𝜆
𝑑tx

(
𝑥

𝑑0
+ 𝑑𝑡𝑥 − 𝑥

𝑑1

)
≈ 2𝜋

𝜆
𝑑tx

(
𝑥

𝑟
+ 𝑑rx − 𝑥

𝑟

)
Δ = 2𝜋 · 𝑑tx𝑑rx

𝜆𝑟
(5)

where 𝑑tx and 𝑑rx are the transmission and reception antenna
spacings, and 𝑟 is the distance between center of transmitter
to receiver.

In general, the angles of departure at the transmitter and
arrival at the receiver differ from 90◦. As illustrated in Fig. 4b,
the effective inter-element spacings vary with the departure



angle 𝜙tx and arrival angle 𝜙rx. Consequently, the generalized
expression for the phase spread Δ becomes:

Δ = 2𝜋
𝑑tx cos(𝜙tx) 𝑑rx cos(𝜙rx)

𝜆 𝑟

Δ = 2𝜋
𝑑tx 𝑑rx

𝜆 𝑟
(6)

where we define the effective spacings 𝑑tx = 𝑑tx cos(𝜙tx),
𝑑rx = 𝑑rx cos(𝜙rx). For the remainder of this section, we focus
on the scenario in Fig. 4a, noting that other angular configu-
rations can be treated by substituting these virtual spacings. In
conclusion, this formulation shows that the spacing between
the transmit and receive antennas directly determines the phase
spread, which in turn governs MIMO feasibility. In conclusion,
this formulation shows that the spacing between tx and rx
antennas is correlated to the phase spread, which is determines
whether MIMO is feasible.

C. Boundaries for MIMO region: min and max distance for a
given antenna spacing

Now that we know MIMO works with multiple spatial
streams even in LoS scenarios, the next question is: What
defines the boundaries of this MIMO region? When can we
reliably enable MIMO? Multipath channel ranks shift with
the surroundings, whereas a LoS MIMO channel rank is
highly predictable once the antenna spacing and the geometry
between transmitter and receiver are fixed.

Ideally, the singular values of 𝐻 should be nearly equal
to maximize MIMO efficiency. From Eq. (4), equality occurs
when cos Δ

2 = 0, i.e., Δ = 𝜋. In practice, the antenna spacings
𝑑tx and 𝑑rx are fixed, so the singular-value ratio varies with
range 𝑟 as follows (illustrated in Fig.5):

• Region-1
(
𝑟 <

𝑑tx 𝑑rx

𝜆

)
: Here

Δ

2
> 𝜋, causing rapid

fluctuations in the singular-value ratio between 0 and 1
for small changes in 𝑟 .

• Region-2
(
𝑑tx 𝑑rx

𝜆
≤ 𝑟 ≤ 2 𝑑tx 𝑑rx

𝜆

)
: for

Δ

2
= 𝜋, yielding

𝜎2 = 0. for
Δ

2
from 𝜋 to 𝜋/2, changes ratio from 0 to 1

and finally at
Δ

2
=

𝜋

2
gives ratio 1.

• Region-3
(
𝑟 >

2 𝑑tx 𝑑rx

𝜆

)
: gives

Δ

2
<

𝜋

2
, and ratio grad-

ually decays toward zero.
A key question to address is: What is the minimum and

maximum distance that guarantees MIMO? To assess whether
MIMO is feasible in a 2 × 2 system, a widely used prac-
tical condition is based on the ratio of the minimum to
maximum singular values of the channel matrix H [39]. If
ratio of singular values (condition number) is greater than
threshold (𝜏 ≈ 0.1) the channel is considered sufficiently well-
conditioned to support spatial multiplexing. i.e the condition
number for MIMO feasibility is given by

𝜎min

𝜎max
> 𝜏(≈ 0.1) (7)

This criterion reflects the fact that highly unequal singular
values lead to poor separation between data streams and
degraded performance. Although not a sufficient condition, it
provides a reliable heuristic under moderate to high SNRs,
aligning with industry assessments that relate low singular
value spread to effective MIMO operation.

Min distance: Establishing a definitive minimum distance
is challenging. In Region 1 the condition number fluctuates
between 0 and 1. Consequently, even small geometric vari-
ations can shift the channel matrix from well conditioned
to ill conditioned, resulting in a highly sensitive system. In
Region 2, the condition number increases from 0 to 1 and
in Region 3 it gradually decays to back to 0, thus yielding a
more stable performance criterion. In Region 2, substituting
1 − 𝑐𝑜𝑠𝜃 = 2𝑠𝑖𝑛2 𝜃

2 and 1 + 𝑐𝑜𝑠𝜃 = 2𝑐𝑜𝑠2 𝜃
2 . We can further

reduce equation (4) as:

𝜎𝑚𝑎𝑥 = 𝑠𝑖𝑛
Δ

4
, 𝜎𝑚𝑖𝑛 = 𝑐𝑜𝑠

Δ

4
,
𝜎𝑚𝑖𝑛

𝜎𝑚𝑎𝑥

= 𝑐𝑜𝑡
Δ

4
=

1
𝑡𝑎𝑛Δ

4
(8)

Combining equations 5, 7 and 8, we get the minimum stable
distance to guarantee MIMO as

𝑟𝑚𝑖𝑛 =
𝜋

2 arctan 1
𝜏

𝑑tx𝑑rx

𝜆
(9)

Max distance: In Region 3, as the distance increases, the
condition number gradually reduces below the set threshold,
making MIMO infeasible. As

Δ

4
<

𝜋

4
, the maximum and

minimum singular values switch, i.e.

𝜎𝑚𝑎𝑥 = 𝑐𝑜𝑠
Δ

4
, 𝜎𝑚𝑖𝑛 = 𝑠𝑖𝑛

Δ

4
,
𝜎𝑚𝑖𝑛

𝜎𝑚𝑎𝑥

= 𝑡𝑎𝑛
Δ

4
(10)

Similar to calculating the minimum distance, combining 5,
7 and 8, we get maximum distance for MIMO feasibility as
follows:

𝑟𝑚𝑎𝑥 =
𝜋

2 arctan 𝜏
𝑑tx𝑑rx

𝜆
≈ 𝜋

2𝜏
𝑑tx𝑑rx

𝜆
(11)

Therefore, for distance in range 𝑟𝑚𝑖𝑛 <= 𝑟 <= 𝑟𝑚𝑎𝑥 , we can
determine that two streams are feasible for a 2x2 LoS MIMO
system.
Examples.

• With 𝑑tx = 𝑑rx = 0.2 m, 𝜆 = 0.01 m, and 𝜏 = 0.1,
this yields 𝑟 ≲ 62 m, matching our hardware results in
Sec. IV-A.

• With 𝑑tx = 2 km, 𝑑rx = 1 m, and the same 𝜆 and 𝜏, MIMO
remains feasible up to 𝑟 ≈ 2500 km, which is a typical
supported range for satellite-ground station feeder links.

Further in Sec. IV-C, we demonstrate that distributing
16 phased array panels across a 1.414 km × 1 km aperture
(Figure 9b) enables multiple simultaneous spatial streams
while achieving gains comparable to a parabolic dish. By
appropriately positioning the transmit and receive phased
arrays, ArrayLink controls the near-field region to unlock
multiple spatial degrees of freedom. This analytical framework
establishes the feasibility of LoS MIMO in satellite feeder
links without relying on scattering for multipath diversity.



(a) With 𝜆/2 separation between phased ar-
rays

(b) Uniformly spreading phased arrays within
1𝑘𝑚 aperture

(c) ArrayLink coherent combining spreading
randomly within 1𝑘𝑚

Fig. 6: Illustrating beam patterns with same number of antenna elements comparing (a) no separation with (b) uniform and
(c) random approach for antenna placement.

D. Phased Array Placement for Grating-Lobe-Free Beam-
forming

In the previous sections, we derived the spatial separations
required to enable multiple simultaneous streams in the feeder
link: distributing our phased array panels over a 1 km aper-
ture unlocks LoS MIMO capacity. However, classical array
theory tells us that any uniform spacing beyond 𝜆

2 introduces
grating lobes, making coherent beamforming across km-scale
separations seemingly infeasible. How, then, do we coherently
enable beamforming while the phased arrays are separated by
distances in the order of 105𝜆 (1 𝑘𝑚)?

Our key insight is that, for a distributed architecture, the
overall beamforming gain factors into two parts: (1). the gain
of each individual phased array panel, and (2). the array factor
of a virtual “single-element” array whose elements are the
panels themselves. For example, ten 1×8 linear arrays spaced
by 4𝜆 act equivalently to a single 1×80 uniform linear array
(ULA). Mathematically, the combined beam pattern is the
product of the 1×8 ULA pattern (blue) and the 1×10 panel-
placement pattern (orange), which produces the 1×80 ULA
pattern (green), as illustrated in Fig. 6a.

A naive approach would be to place ten 1×8 arrays uni-
formly with 10 000𝜆 spacing. In that case, the panel-placement
pattern becomes a finely sampled impulse train (Fig. 6b),
and when multiplied by the 1×8 ULA pattern yields rapid
fluctuations in gain: even a 0.0001◦ steering error leads to
a deep null. Such a beam pattern is highly unstable and
impractical to use efficiently.

ArrayLink instead adopts a randomized placement strategy
optimized to shape the panel-placement beam pattern. By
choosing optimized non-uniform, pseudo-random inter-panel
spacings, we ensure that the virtual 1×10 array has a single
dominant lobe in the desired direction, with the remaining
sidelobes distributed as low-amplitude “noise” (Fig. 6c). When
this optimized pattern multiplies the 1×8 ULA pattern, the
resulting main beam remains sharp and stable in the desired
direction, while the side lobes remain suppressed at all other
angles.

Moreover, our evaluations show that using fewer panels
with more elements per panel further improves robustness.
For instance, replacing sixteen 1×8 arrays with four 1×32

Phased 
Array-1

Phased 
Array-2

SDR

Splitter Clock

(a) Transmitter/Receiver setup:
two phased arrays sharing same
clock and SDR for data collection

𝑑!"

𝑑#"

𝑟

Rx

Tx

(b) Experimental setup: Transmit
and receive both with two phased
in LoS.

Fig. 7: Hardware setup: Illustrating experimental setup for
hardware experiment. Varied phased arrays separations (𝑑tx,
(𝑑rx)) and distance (𝑟) between transmitter and receiver.

arrays achieves equivalent gain but yields a smoother beam
profile: even if a panel’s peak direction deviates slightly, the
aggregate beam still matches the ideal 1×32 ULA gain over the
pointing error range. Thus, by decomposing the problem into
per-panel beamforming and optimized inter-panel placement,
ArrayLink enables grating-lobe-free, coherent beamforming
over kilometer-scale apertures.

IV. Evaluations
To validate near-field MIMO feasibility in line-of-sight

scenarios, we conducted both hardware experiments and sim-
ulations using a custom-built Python simulator.

A. Hardware setup
System Overview: The testbed consists of one transmitter

(TX) node and one receiver (RX) node. Each node integrates
two phase-coherent, vertically polarized 4 × 8 phased-array
panels (64 elements apiece) that feed a single Ettus USRP
B210 software-defined radio with a local oscillator at 3 GHz
(Fig.7a). An external Analog Devices ADF5355 synthesizer
provides a shared 6000 MHz reference clock distributed to
the two panels through an RF splitter. Both arrays on a
node connect to the B210’s two RF ports, ensuring port-
to-port timing alignment inside the SDR while the common
synthesizer guarantees frequency coherence across both arrays.
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(b) 𝑑rx = 20𝑐𝑚, 𝑑tx = 50𝑐𝑚
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(c) 𝑑rx = 50𝑐𝑚, 𝑑tx = 20𝑐𝑚
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(d) 𝑑rx = 50𝑐𝑚, 𝑑tx = 50𝑐𝑚

Fig. 8: Hardware results: Demonstrating that our hardware results (blue), closely match with both theory (eq-4,5) and simulate
channel (eq-3) for different transmit (𝑑tx) and receive (𝑑rx) antenna separations (2x2 Scenario).

This allows the phased arrays to operate at 27 GHz. All
equipment is powered from a 12 V laboratory supply, and
the B210 streams baseband I/Q data to a host PC over USB
3.0, where GNU Radio handles real-time signal generation on
the TX side.

Synchronization Strategy: With the B210’s internal VCXO
bypassed, residual carrier-frequency offset (CFO) can exceed
the tracking range of a standard 64-sample long-training
sequence (LTS). To coarsely align the radios, the transmitter
first emits a continuous 625 kHz tone; the receiver sweeps
its center frequency until its FFT peak aligns with 625 kHz,
reducing CFO to within a few kilohertz. Any remaining offset
is removed digitally during packet processing, allowing the
subsequent OFDM frames to be demodulated without cycle
slips.

Waveform Design: The link employs 2 × 2 MIMO OFDM.
Each packet begins with a preamble tailored for both detection
and channel estimation. Packet detection uses two copies of a
64-sample LTS, each preceded by a 32-sample cyclic prefix,
for a total of 160 samples. Channel estimation then relies on
two time-orthogonal 64-sample LTS blocks, again each with a
32-sample cyclic prefix. Overall, the preamble is 352 samples
long (3 × 32 + 4 × 64). The data payload follows immediately,
occupying the remaining OFDM symbols.

Receiver Processing: A MATLAB supervisory script or-
chestrates acquisition on the RX host. It issues socket com-
mands to a background Python worker that interfaces with
UHD and captures 50 bursts per run. After each burst is
recorded, MATLAB loads the raw samples, performs packet
detection, corrects the fine CFO estimated from the preamble,
and extracts the 2×2×64 channel-frequency-response matrix.
The matrices from all 50 bursts are stored on disk for
subsequent analysis of channel dynamics and beamforming
performance.

B. Hardware experiments
We ran the experiment in an open outdoor area with a

clear line of sight channel(Fig.7b). Starting at 2.5 meters, we
collected fifty packets and calculated the average singular value
ratio at that range. We then increased the separation in five-
meter steps up to thirty meters, after which we switched to
ten-meter steps, upto 100m range. For each distance we tested
four cases:

• Case1: Tx and Rx apertures: 20 cm
• Case2: Tx aperture: 50 cm; Rx aperture: 20 cm
• Case3: Tx aperture: 20 cm; Rx aperture: 50 cm
• Case4: Tx and Rx apertures: 50 cm
In Fig.8, the x-axis is the distance from the Transmitter to

the receiver and the y-axis is the ratio of the second singular
value to the first ( 𝜎1

𝜎0
). To compute the singular value ratio for

our hardware results, we first select one of the 64 frequency
bins from the array, collapsing the data from a 64 x 2 × 2 ×
50 array to a 2 × 2 × 50 array. For each of the 50 packets, we
extracted 2 × 2 channel matrix and compute singular values
using singular value decomposition (SVD). In Fig.8, the circle
indicate the mean and spread of each data point (most clearly
visible on 7.d at 30 meters) indicates the standard deviation
across all 50 packets. As shown, most data points have very
small standard deviations, indicating a predictable channel.

For the theoretical plots, equations 4 and 5 were used to
determine the singular values (and their ratios) as a function
of r for a given tx/rx aperture size and wavelength.

For the simulation, we applied 3 to the exact antenna
coordinates in a 2 × 2 MIMO arrangement to build the
corresponding 2 × 2 channel matrix, and we then performed
singular value decomposition on that matrix to extract the
singular values and plot their ratios.

As shown in Fig. 8, the hardware measurements closely
match both theoretical predictions and simulation outputs, with
minimal variance across packets. This consistency validates
the feasibility of line-of-sight MIMO and the support of
multiple simultaneous spatial streams to a single transceiver
in the mmWave band.

C. Simulation Framework for Satellite–Ground Links

We developed a general-purpose Python simulator to ana-
lyze beamforming gains for arbitrary antenna configurations,
including distributed phased arrays and conventional uniform
arrays. The simulator accepts configurable antenna positions,
satellite trajectories, and frequency parameters. For ArrayLink,
we apply classic delay-and-sum weight computation to each
panel pair, following the optimum beamforming approach in
[40].

Array Configurations: We evaluated two deployment sce-
narios at 28 GHz (𝜆 ≈ 10.7 mm):
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(a) 2D ULA with 128x128
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(b) ArrayLink: 16 phased arrays
(32x32 UPAs) positions.
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Fig. 9: Simulation setup and results: Antenna array placement for (a) 2D ULA with 128 x128 antenna elements and (b)
ArrayLink with 16 32x32 distributed phased arrays in 1km x 1km grid.

(a) 2D-ULA beamforming (b) ArrayLink beamforming

Fig. 10: An illustration 2D dimensional beamforming varying
theta and distance. (a) 2D-ULA scenario (b) ArrayLink with
phased arrays distributed in 1.414𝑘𝑚 × 1𝑘𝑚 area.

• Uniform Planar Array (UPA) - All 128× 128 elements
grouped in a grid (Fig. 9a).

• Distributed Phased Arrays (DPA) - 16 32 × 32 panels
placed at the corners and randomly within a 1.414 km ×
1 km aperture (Fig. 9b).

1) Coherent Combining: We evaluate ArrayLink ’s ability
to coherently combine sixteen 32 × 32 phased-array panels
against a benchmark 128 × 128 uniform planar array (UPA),
matching total element count. Beamforming weights for both
systems are computed using classical delay-and-sum phase
compensation [40].

Figure 9c compares array gain versus steering angle. The
distributed phased arrays (green/orange curves for two different
placement positions) achieve within 1–2 dB of the UPA
(blue curve) across all angles, demonstrating near-parity in
the angular beamforming performance. Figure 9d plots array
gain versus range. The UPA maintains a constant high gain
at all distances, whereas ArrayLink localizes energy both
angularly and radially—suppressing off-target lobes outside the
intended range. In the reactive near-field (short ranges), gain
patterns exhibit random fluctuations; beyond the transition to
the radiative region, the patterns stabilize and closely track
steering angles.

Figure 10 presents two-dimensional beam patterns over
angle and range. The UPA exhibits a high-gain ridge at the
steering angle that persists uniformly across range, whereas
ArrayLink produces a localized gain peak that decays away
from the focal range. This range localization not only preserves
high on-axis gain for satellite links but also reduces off-
axis interference. In general, ArrayLink matches the high-gain
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Fig. 11: Simulation results demonstrating ArrayLink ’s LoS-
MIMO capability with 16 32 × 32 phased-array panels dis-
tributed over a 1.414km×1km aperture and a four-element
satellite array positioned at the corners of a 1.414m×1m grid.

beamforming of a monolithic UPA while additionally enabling
distance-selective focusing, critical for interference mitigation
in long-range satellite feeder links.

D. Line-of-Sight (LoS) MIMO Capability
We further assess ArrayLink ’s potential for LoS-MIMO. In

the DPA scenario (Fig. 9b), we position a four-element satellite
array at the aperture corners of a 1.414 km×1 km grid. Using
the channel model in Eq. 3, we compute the channel singular
values and degrees of freedom over ranges up to 3,000 km.

Figure 11a shows that the singular-value ratio 𝜎min/𝜎max
remains above threshold 𝜏 = 0.1 up to 2,000 km, indicating
stable channel invertibility. Figure 11b plots the number of
spatial streams: four streams are supported up to 500 km, three
up to ∼1,000 km, and two up to ∼2,000 km.

These results confirm that ArrayLink not only matches
high-gain beamforming but also unlocks multiple concurrent
streams in clear-line-sight satellite feeder links.

V. Conclusion

We have introduced ArrayLink, a distributed phased array
ground station that coherently combines multiple small com-
mercially available panels to achieve dish-class beamforming
gain without the size and cost of a monolithic aperture. By
spacing panels across a kilometer-scale aperture, ArrayLink



operates in the radiative near-field to enable high-gain beam-
focused links and unlock line-of-sight MIMO multiplexing,
enabling multiple concurrent spatial streams on a feeder link.

Our comprehensive evaluation, comprising analytical
derivations, high-fidelity simulations, and outdoor hardware
experiments confirms that ArrayLink (1) matches or exceeds
the gain of a 1.47 m parabolic plate through sixteen 32 × 32
panels, (2) supports up to four LoS-MIMO streams at hundreds
of kilometers and two streams beyond 2,000 km, and (3)
exhibits strong agreement between theory, simulation, and
measurement with minimal variance. These results demon-
strate a practical and cost-effective way to scale the LEO
ground station capacity.

Future work will explore adaptive panel placement algo-
rithms, real-time over-the-air calibration across heterogeneous
rooftops, and integration with multi-satellite support to fur-
ther enhance throughput, flexibility, and resilience in next-
generation satellite networks.
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Appendix

Let

𝐻 =

(
ℎ0 ℎ1
ℎ2 ℎ3

)
, ℎ𝑖 = 𝑒− 𝑗 𝜃𝑖 , |ℎ𝑖 | = 1.

The Frobenius norm is

∥𝐻∥2
𝐹 =

3∑︁
𝑖=0

|ℎ𝑖 |2 = 4.

The determinant is

det𝐻 = ℎ0ℎ3 − ℎ1ℎ2 = 𝑒− 𝑗 (𝜃0+𝜃3 ) − 𝑒− 𝑗 (𝜃1+𝜃2 ) .

Define

𝛼 = 𝜃0 + 𝜃3, 𝛽 = 𝜃1 + 𝜃2, Δ = 𝛼 − 𝛽.

Then
| det𝐻 | =

��𝑒− 𝑗 𝛼 − 𝑒− 𝑗𝛽
�� = 2

���sin Δ

2

���.
The squared singular values satisfy the characteristic equation

𝜎4 − ∥𝐻∥2
𝐹 𝜎2 + | det𝐻 |2 = 0,

so

𝜎2
1,2 =

∥𝐻∥2
𝐹

2
± 1

2

√︃
∥𝐻∥4

𝐹
− 4| det𝐻 |2 = 2 ± 2

���cos
Δ

2

���.
Hence the singular values are

𝜎1,2 =

√︂
2 ± 2

���cos Δ
2

���.
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